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Abstract—High-performance control of induction machines
in electric drives requires accurate knowledge of the machine
parameters. While parameters have traditionally been identified
using the standard no-load and locked-rotor tests, performing the
locked-rotor test as prescribed in the IEEE standard requires
special test equipment, and is difficult to implement with an
inverter due to the low voltages involved. This paper presents
a new method for induction machine parameter identification,
including core loss conductance, which is based on fitting steady-
state experimental data to the stator current locus for various slip
frequencies in the stator flux linkage reference-frame. Numerical
analysis confirms the method’s accuracy, while experimental
results demonstrate its ability to characterize an induction
machine over a range of flux levels which include magnetic
saturation. Finally, it is shown that model-based predictions of
the steady-state machine behavior computed using the parameter
estimates provided by the proposed technique are more accurate
than those obtained using the IEEE standard, when compared
to measurements of the power factor, three-phase input power,
and RMS line current.

Index Terms—

I. INTRODUCTION

Historically, induction machines have been the industrial
workhorse while permanent magnet machines have domi-
nated high-performance applications. However, advancements
in their design and control have made induction machines a
viable alternative to permanent magnet machines in automotive
applications (e.g., the Tesla Model S) where ruggedness and
the absence of expensive rare-earth magnets are desirable
characteristics. Nevertheless, the challenge remains that high-
performance control techniques, such as field-oriented control,
require accurate knowledge of the machine parameters [1].

Over the past few decades, a considerable amount of atten-
tion has been given to the online identification of the rotor
time constant and/or rotor resistance, e.g. [2]–[7], as these
parameters can vary significantly with temperature, leading to
severe detuning in both direct and indirect field-oriented con-
trollers [1], [8]. In addition to the rotor time constant, online
techniques have been proposed for other machine parameters
as well, e.g., [9]–[12]. However, the added complexity and
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design difficulty of adaptive parameter estimation might not
be appropriate for some applications. Furthermore, since the
variations in some machine parameters, such as inductance,
may be modeled as functions of known or measurable vari-
ables such as flux linkage magnitude and temperature, offline
identification of such machine parameters for non-adaptive
control methodologies is a viable alternative.

The IEEE standard for induction machine parameter iden-
tification [13] uses no-load and locked-rotor tests for offline
parameter identification. However, accurate parameter estima-
tion using the standard requires special equipment to conduct
these tests. For example, it is recommended that locked-rotor
tests be conducted at electrical frequencies close to typical
slip frequencies (e.g., 25% of rated frequency) to obtain
accurate leakage inductance and rotor resistance estimates.
While a voltage-source inverter could be used to generate the
necessary variable frequency voltage waveforms, the presence
of switching harmonics in the output voltage necessitates
the addition of an LC-filter to remove switching harmonics,
ensuring that limitations on total harmonic distortion are not
violated. Additionally, for high-speed machine designs, the
reduced frequency (25% of rated) recommended by the IEEE
standard for the locked-rotor test may still be too high, leading
to larger estimates of the rotor resistance.

Alternatives to the IEEE standard for offline identification
of induction machine parameters have been proposed, which
can generally be categorized as using either transient mea-
surements (e.g., [14]–[19]) for parameter identification, or
steady-state measurements (e.g., [20]–[25]), like the technique
proposed in this paper. In one reference [20], an adaptive
(search boundary) genetic algorithm is used to identify ma-
chine parameters, while a more recent paper [21] has proposed
using the Levenberg-Marquardt algorithm, commonly used to
solve nonlinear least-squares problems, to estimate induction
machine parameters. Other approaches have been proposed as
well [22], [23] which use variable frequency tests at a standstill
(i.e., zero rotor speed) to estimate parameters. However, with
the exception of [24], [25], none of these papers [14]–[23]
considers core loss in their parameter identification, which
can influence the accuracy of estimated parameters [26], [27].
Nor is the characterization of magnetic saturation considered
beyond noting that it can have an influence on the estimated
parameters [16]–[19], [22], [23].

This paper presents a new technique for induction machine
parameter identification using steady-state current measure-
ments, which is well suited to modern VSI drive systems and
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avoids the difficulties associated with inverter-based imple-
mentations of the locked-rotor test. The proposed technique is
based on fitting experimental data to the circular stator current
locus in the stator flux linkage reference-frame for varying
steady-state slip frequencies, and provides a decoupling be-
tween the identification of the magnetic parameters and the
identification of the rotor resistance. This decoupling is due
to the fact that the radius and center location of the circular
current locus are determined by the magnetic parameters and
core loss conductance, independent of the rotor resistance and
its variations. Thus, by fitting a circle to experimental data,
accurate estimates of the magnetic parameters, as well as
the core loss conductance, are obtained. The rotor resistance
is then estimated by performing a least-squares fit of the
experimental data to a steady-state induction machine model.
Numerical simulation results evaluating the accuracy of the
estimated parameters in the presence of non-ideal effects are
presented, and experimental results for a 43 kW induction
machine are provided which demonstrate the utility of the
proposed technique by characterizing the machine over a wide
range of flux levels (i.e., stator flux linkage magnitudes),
including magnetic saturation. Additionally, it is shown that
model-based predictions of the steady-state machine behavior
computed using the parameter estimates provided by the
proposed technique are more accurate than those obtained
using the IEEE standard, when compared to measured values.
Finally, this paper represents a significant extension of our
conference paper on the topic [28]. Specifically, we have:

1) extended the technique to include core loss conductance
in the model and estimation;

2) improved the stator flux linkage estimators by incorpo-
rating nulling of DC offset measurement errors;

3) provided extensive simulation results capturing many of
the non-ideal effects encountered in practice; and

4) included a detailed mathematical derivation of the stator
current locus.

II. THE STEADY-STATE STATOR CURRENT LOCUS

In this work, the induction machine is modeled as having a
smooth air-gap (i.e., slotting effects are neglected) in addition
to the following simplifying assumptions:

A1. a quasi-linear magnetics model;
A2. the machine is balanced in its construction with

sinusoidally-distributed magnetomotive force (mmf);
A3. a 1:1 effective turns ratio;
A4. the core loss is modeled as a resistive shunt just after

the stator winding resistance (see Figure 1).

The first assumption, A1, permits variations in the magnetic
parameters with operating conditions, while A2 justifies the
use of a 2-phase equivalent model and transformation from
3-phase to 2-phase using the Clarke transform [29]. The
third assumption, A3, is common for squirrel-cage induction
machines. Finally, while core loss is typically modeled as a re-
sistance in parallel with the mutual inductance, this placement
is somewhat arbitrary as leakage flux also travels through the
machine iron. A4 simplifies the analysis while still capturing

Fig. 1. Dynamic 2-phase equivalent circuit model for an induction machine.

the nature of the core loss (i.e., electrical power which is not
converted into mechanical power).

The desired expressions for the steady-state stator currents
in the stator flux linkage reference-frame are developed start-
ing from the flux linkage dynamics in the stationary reference-
frame for the 2-phase equivalent induction machine model:

d~λs
dt

= −Rs~is + ~vs, (1)

d~λr
dt

= −Rr~ir + ωreJ~λr, (2)

where ~λs = [λsd λsq]
> is the stator flux linkage vector, ~λr =

[λrd λrq]
> is the rotor flux linkage vector, ~is = [isd isq]

> is
the stator current vector, ~ir = [ird irq]

> is the rotor current
vector, ~vs = [vsd vsq]

> is the stator voltage vector, and J is
the 90◦ CCW rotation matrix. These expressions (1)-(2) are
easily derived by applying Kirchhoff’s laws to the equivalent
circuit model provided in Fig. 1.

To represent (2) in the stator flux linkage reference-frame,
we use the Park transform [30],

~xλs = e−Jθλs~x, (3)

where the superscript λs is used to designate variables which
are being represented in the the stator flux linkage reference-
frame, the angle of which is denoted by θλs . Applying (3) to
the stationary-frame electrical variables in (2) yields

d~λλsr
dt

= −Rr~iλsr + ωseJ~λ
λs
r , (4)

where ωse = ωe − ωre is the electrical slip frequency. At
steady-state1 (4) gives us the following expression for the
steady-state rotor currents

~I λsr = −Ωse
Rr

J~Λλsr , (5)

where Ωse is the steady-state electrical slip frequency. Using
the fact that2

~λxr =
σ2

Ls
~i xr +

M

Ls
~λxs , (6)

where σ2 = LsLr −M2, we obtain the following expression
for the steady-state rotor currents in the stator flux linkage

1Steady-state variables are denoted by capital letters.
2The following flux linkage/current relationships hold for arbitrary

reference-frames, x, and may be used to derive equations (6) and (10):
~λxs = Ls~ixs + M~ixr and ~λxr = M~ixs + Lr~ixr , where Ls = Lls + M and
Lr = Llr +M .
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Fig. 2. Parameterized steady-state stator current locus in the stator flux
linkage reference-frame.

reference-frame as a function of slip frequency and stator flux
linkage

~I λsr = −
Ωse
Rr

M
Ls

1 +
(

Ωse
Rr

σ2

Ls

)2

[
Ωse
Rr

σ2

Ls
I + J

]
~Λλss , (7)

where I is the identity matrix.
Finally, using the stator current relationship with core loss

(as defined in Fig. 1),

~is = Gc
d~λs
dt

+~i′s, (8)

which, at steady-state and when represented in the stator flux
linkage reference-frame, is given by

~I λss = GcΩeJ~Λ
λs
s + ~I

λ′s
s , (9)

along with the fact that

~I
λ′s
s =

1

Ls

(
~Λλss −M~I λsr

)
, (10)

we obtain the desired scalar form expressions for the steady-
state stator currents represented in the stator flux linkage
reference-frame in which the direct-axis is aligned with the
stator flux linkage vector (i.e., ~λλss = [||~λs|| 0]>):

Iλssd =

1 +

(
M

σ

)2
(
Ωse/Ω

λs
se,max

)2
1 +

(
Ωse/Ω

λs
se,max

)2

 ||~Λs||
Ls

, (11)

Iλssq =

(
M

σ

)2
(
Ωse/Ω

λs
se,max

)
1 +

(
Ωse/Ω

λs
se,max

)2

||~Λs||
Ls

+GcΩe||~Λs||,

(12)

where Ωe is the steady-state electrical frequency, ||~Λs|| is the
stator flux linkage magnitude and Ωλsse,max = RrLs

σ2 is the
slip frequency which maximizes torque for a given stator flux
linkage magnitude.

When plotted as a function of slip frequency, (11) and (12)
produce the circular stator current locus in Figure 2. The
parameterized stator current locus circle is given by(

Iλssd − xo
)2

+
(
Iλssq − yo

)2
= r2, (13)

where,

xo =
1

2

(
1

Ls
+
Lr
σ2

)
||~Λs||, (14)

yo = GcΩe||~Λs||, (15)

r =
M2

2σ2Ls
||~Λs||. (16)

The stator current locus in Fig. 2 can therefore be used to
identify the magnetic parameters of the induction machine, as
well as the core loss conductance, by fitting the parametric
circle (13) to experimental data which forms the stator current
locus, provided that the stator flux linkage magnitude is held
constant (i.e., regulated) during data collection. Additionally,
note that neither the center location (14)-(15), nor the radius
(16), depend on the rotor resistance, Rr. This is demonstrated
numerically in Figure 3. Using (11)-(12) we compute the direct
and quadrature axis stator currents for various slip frequencies
with nominal and increased rotor resistance. As demonstrated
in Fig. 3, changes in the rotor resistance will cause the locus
points to either “stretch” or “shrink” along the locus circle
without affecting either the radius or center location.
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Fig. 3. Numerical analysis demonstrating the influence of a 25% increase
in the rotor resistance, Rr , on the stator current locus.

Once estimates of the center location, (x̂o, ŷo), and radius,
r̂, have been computed, the core loss and magnetic param-
eters are calculated assuming that the inductance ratio, Ls

Lr
,

is known3. This assumption gives us three equations with
three unknowns, Ls,r, M , and Gc. Once we have estimates
of the magnetic parameters and the core loss conductance,
(11) and (12) along with the corresponding slip frequencies,
are used to estimate the rotor resistance. Since the magnetic
parameters are obtained from the parameterization of the fitted
locus circle (14)-(16), their estimates are independent of the
rotor resistance, which can vary significantly due to ohmic
heating during data collection. Other benefits of the proposed
technique are a reduction in the dimension of the estimation
problem by identifying magnetic parameters (and core loss
conductance) independently from the rotor resistance, the use
of multiple measurement points in estimating parameters, and

3If the NEMA-design letter is known, this ratio can be found in IEEE
Standard 112; otherwise assume Ls/Lr = 1.
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the ability to characterize the machine over a wide range of
operating points which include magnetic saturation.

III. PROPOSED PARAMETER ESTIMATION TECHNIQUE

A. Fitting the Parameterized Stator Current Locus Circle to
Data

Using the stator current locus presented in the previous
section, the magnetic parameters, as well as the core loss
conductance, are identified by fitting the parameterized circle
(Fig. 2) to experimental data. The fitting is achieved by solving
a reasonably simple minimization problem. According to the
theory, the zero-slip datum point and the center of the SCL
should be aligned horizontally. While it may seem simplistic
to use the zero-slip datum point to fix the center of the estimate
stator current locus (circle), it works well in practice, as will
be demonstrated in our numerical analysis.

Enforcing the condition that the zero-slip datum point
determines the vertical offset in the locus circle, we see that

ŷo = Isq(Ωse = 0). (17)

The magnetic parameters are then computed by solving the
following minimization problem

(x̂o, r̂) = arg min
(x,r)>0

Jscl(x, r), (18)

where the cost function, Jscl(x, r), is given by,

Jscl =

N∑
n=1

[
r2 −

((
Iλssd,n − x

)2

+
(
Iλssq,n − ŷo

)2)]2

, (19)

where Iλssd,n and Iλssq,n are the nth measurements of the steady-
state direct and quadrature stator currents in the stator flux
linkage reference-frame. This approach (18)-(19) is sometimes
referred to as a “pure least-squares” solution [31]. In our work,
we chose to solve this minimization problem numerically
using MATLAB’s fmincon constrained nonlinear programming
algorithm.

Given estimates of the center location, (x̂o, ŷo), and radius,
r̂, the stator self-inductance is given by

L̂s =
||~Λs||
x̂o − r̂

. (20)

Next, we assume that the stator and rotor inductances are the
same (i.e. L̂s/L̂r = 1) and compute the leakage term:

σ̂2 =
L̂rL̂s||~Λs||

2L̂sx̂o − ||~Λs||
. (21)

Once the self-inductance and leakage terms are known, the
mutual inductance is calculated:

M̂ =

√
L̂sL̂r − σ̂2. (22)

Finally, the estimate of the core loss conductance is given by

Ĝc =
ŷo

Ωe||~Λs||
. (23)

To estimate the rotor resistance, we will minimize the sum-
of-squares error between the experimental datum points and
those predicted by the steady-state model of the stator current

locus (in the stator flux linkage reference-frame). Again, the
parameter estimation is obtained by solving a constrained
minimization problem where

R̂r = arg min
Rr∈[Rr,min, Rr,MAX ]

JRr (Rr) (24)

where the cost function, JRr (Rr), is given by,

JRr (Rr) =

N∑
n=1

((
Iλssd,n − Î

λs
sd,n

)2

+
(
Iλssq,n − Îλssq,n

)2
)
,

(25)
where Îλssd,n and Îλssq,n are functions of Rr given by:

Îλssd,n =

1 +
M̂2

σ̂2

(
σ̂2Ωse,n

)2(
RrL̂s

)2

+ (σ̂2Ωse,n)
2

 ||~Λs||
L̂s

, (26)

Îλssq,n =
M̂2

σ̂2

RrL̂sσ̂
2Ωse,n(

RrL̂s

)2

+ (σ̂2Ωse,n)
2

||~Λs||
L̂s

+ ĜcΩe,n||~Λs||.

(27)

Note that a non-zero stator flux linkage magnitude and non-
zero slips are required for identification of the rotor resistance.
This amounts to a rather intuitive persistent excitation con-
dition [6] in that it suggests rotor currents must be present
in order to determine the rotor resistance. While this cost
function (25)-(27) is globally non-convex, it is convex for
practical rotor resistance values (e.g., positive values) with a
unique minimum at the true resistance. Therefore, we enforce
constraints when solving the minimization problem, requiring
that Rr ∈ [0.1Rs, 10Rs]. Once again, we use MATLAB’s
fmincon constrained nonlinear programming algorithm to solve
the minimization problem.

B. Procedure for Data Collection

In order to generate the experimental stator current locus,
the measured stator currents must be projected into the stator
flux linkage reference-frame using the Park transform (3).
Additionally, the stator flux linkage magnitude must be held
constant while the steady-state direct and quadrature stator
currents are recorded for various steady-state (i.e., constant)
slip frequencies, Ωse. To ensure that the flux linkage magni-
tude remains constant, a Proportional-Integral (PI) regulator is
used to drive the error between the commanded stator flux
magnitude, ||Λ̃s||, and estimated flux magnitude, ||Λ̂s||, to
zero. The output of the PI regulator is the stator excitation
voltage magnitude, ||~vs||, as depicted in Figure 4, and the
generated direct and quadrature-axis voltage are given by,

vsd = ||~vs|| cos (ωet) ,

vsq = ||~vs|| sin (ωet) .
(28)

Finally, the slip frequency is varied by either fixing the
electrical frequency, ωe, of the stator excitation voltage and
varying the regulated rotor speed of the load machine, or vice
versa.

Selection of the electrical excitation frequency, ωe, is some-
what arbitrary. In general, running at higher speeds (and thus,
higher electrical frequencies) will reduce the influence of
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Fig. 4. Data acquisition controller block diagram for the proposed parameter estimation technique.

stator resistance variations, as well as inverter non-ideal effects
like dead-time, by increasing voltage levels in the machine.
Additionally, the electrical frequency should be high enough
that the effects of integrator approximations are negligible.
Similar to electrical frequency, the use of higher stator flux
linkage magnitudes will also help to minimize the influence
of stator resistance variations and inverter non-ideal effects
(e.g., dead-time). However, it is advisable to consider multiple
flux linkage magnitudes during data collection, to check at
what point the machine (iron) begins to saturate. The nominal
(or rated) specifications from the manufacturer are a good
starting point for selecting the electrical frequency and stator
flux linkage magnitude.

C. Dead-time Compensation

In practical implementations, it is desirable to avoid the
use of stator voltage measurements due to the added cost and
complexity involved in processing the pulse-width modulated
(PWM) voltage waveforms. Instead of measured voltages, our
algorithm (Fig. 4) uses the commanded stator voltages to
estimate the stator flux linkage. However, use of the com-
manded voltages requires compensation of non-ideal inverter
characteristics such as the dead-time effect [8], which lead to
distortions in the stator current locus, as depicted in Figure
5. For this reason, first-harmonic dead-time compensation is
employed to ensure that the actual voltages applied to the
machine terminals closely resemble the commanded values
used to estimate the stator flux linkage. In discrete-time and
in the stationary reference-frame, the compensated voltage
command, ~̃v ∗s,k = [ṽ∗sd,k ṽ∗sq,k]>, at time-step “k” is given
by:

~̃v ∗s,k = ~̃vs,k +
4

π
Vbustdfsw

(
eJ(1.5TsΩe)

~is,k

||~is,k||

)
. (29)

where ~̃vs,k = [ṽsd,k ṽsq,k]> is the ideal (commanded) stator
voltage vector, ~is,k = [isd,k isq,k]> is the measured stator
current vector, td is the dead-time, fsw is the switching
frequency of the power electronics (in Hertz) and Vbus is
the DC bus voltage. The sinusoidal first-harmonic of the

square-wave dead-time voltage is used to avoid introducing the
additional harmonic content associated with the sign function.
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Fig. 5. Simulation results depicting distortion due to dead-time effect and
improvement using first-harmonic dead-time compensation.

Finally, we note that the exponential term in (29) is used
to compensate for the time delay present in the experimental
sampled-data implementation. While a stator current predictor
could be employed to compensate the time delay, it would
require accurate knowledge of the machine parameters (which
we are trying to identify). Instead, we simply advance the
normalized stator current vector by 1.5 times the angular
distance traveled by the stator current vector over one sample
period. The factor of 1.5 is used to center the prediction over
the next sample period, which was found to provide improved
performance in numerical simulations.

IV. STATOR FLUX LINKAGE ESTIMATION

Accurate estimation of the stator flux linkage is necessary
for the proposed parameter identification technique, as well as
for field-oriented control techniques in general. In particular,
consideration must be given to the sampled-data nature of
modern controller implementations, which include a time
delay between when stator currents are sampled and when
the computed duty cycle is executed.
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Fig. 6. Timing relationships for sampled-data implementation with unit delay.

Typically, the stator flux linkage is estimated by integrating
the stator flux linkage dynamics (1). In general, the stator flux
linkage vector at time tk is given by

~λs,k = ~λs,k−1 +

∫ tk

tk−1

(
~vs(t)−Rs~is(t)

)
dt. (30)

We will assume that the voltage applied to the stator terminals
is constant over a given sample period, Ts, which is true in
an average-value sense, and that there is a one sample-period
delay before a computed voltage is applied, as depicted in
Figure 6. In other words, the voltage/duty cycle computed at
time index k is applied at k+1. Under these assumptions, the
discrete-time estimate of the stator flux linkage at time k is
given by

~̂λs,k = ~̂λs,k−1 + Ts~es,k, (31)

with
~es,k = ~̃vs,k−2 −

Rs
2

(
~is,k +~is,k−1

)
, (32)

where ~̃vs,k−2 denotes the commanded voltage computed at
time index k − 2 (which is implemented at k − 1), ~is,k and
~is,k−1 denote the measured stator current at time index k and
k− 1, respectively. In the z-domain, (31) may be represented
by the following transfer function

~̂λs,k =

{
zTs
z − 1

}
~es,k. (33)

Note that ~es,k is essentially an input to the discrete-time
integrator in (33). However, the use of a pure integrator is
undesirable in practice, as it can lead to drift and instabilities.
Instead, we use a discrete-time approximation of a stable
second-order continuous-time integrator approximation.

To reject DC biases in the measured currents, and achieve
a faster phase transition (to 90◦) we employ a second-order
integrator approximation [6],

~̂λs =

{
s

s2 + 2ζωns+ ω2
n

}(
~vs −Rs~is

)
, (34)

where “s” is the Laplace variable, ζ > 0 is the damp-
ing constant, ωn sets the corner frequency of the integrator
approximation, and the brackets, e.g., {F (s)}, are used to
indicate a dynamic operator with transfer function F (s). To
ensure accurate estimates of the stator flux linkage, ωn should
be set as low as possible4 (i.e., ωn ≤ 0.01 Ωe) while still
providing stable flux linkage estimates. While the discussion
of continuous-time representations is conceptually convenient,

4Note that F (s) ≈ 1
s

for ω >> ωn.

discrete-time implementations must be derived for experimen-
tal implementation on a microcontroller.

Two common methods for deriving discrete-time approxi-
mations of continuous-time transfer functions are the bilinear
transform and the impulse invariance method [32]. While the
bilinear transform is generally favored for filter design, it
leads to a small delay in our application, which is avoided by
using the impulse invariance method, as shown in Figure 7.
Using the impulse invariance method, the following discrete-
time integrator approximation is obtained for ζ = 0.4 and
ωn = 5 rad/sec

~̂λs,k =

{
0.0001z2 − 0.0001z

z2 − 2z + 0.9999

}
~es,k, (35)

where the coefficients are computed using MATLAB’s c2d
command, which converts continuous-time system models to
a discrete-time equivalent using the method specified (e.g.,
‘impulse’ for the impulse invariance method).
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Fig. 7. Comparison of bilinear and impulse invariance discrete-time second
order integrator approximations with ideal continuous-time integrator.

V. NUMERICAL ANALYSIS

Numerical simulations implemented in MATLAB/Simulink
are used to evaluate the proposed parameter identification
methodology’s accuracy in the presence of non-ideal ef-
fects which are encountered in experimental implementations.
Specifically, our simulations include non-ideal inverter char-
acteristics such as dead-time, switch resistance, and diode
voltage drops, as well as the sampled-data nature of ex-
perimental implementations, which include a one-time-step
delay. Additionally, zero-mean Gaussian noise, of amplitude
(i.e., variance) comparable to what we have observed in our
experimental test-bed, is added to the three-phase stator current
measurements.

To capture the sampled-data nature of the experimental
system, our algorithm is implemented in a triggered subsystem
in Simulink, while the machine dynamics are simulated in a
continuous-time environment using MATLAB’s ode45 solver.
To reduce simulation times, an “average-value” inverter model
is used. That is, we do not model the switching nature of the
inverter, since the switching frequency is high enough that its
impact on performance is negligible. We do, however, model
the dead-time effect and other non-ideal effects (resistive and
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diode voltage drops of the IGBT switches) by appropriately
modifying the voltage commands produced by the identifica-
tion algorithm before they are fed to the induction machine
model.

The methodology for data collection and parameter iden-
tification control algorithm (Fig. 4) with stator flux linkage
estimation, described in the prequel, were used to generate
the numerical data from MATLAB/Simulink at various slip
frequencies. The simulated data was generated at a variety of
flux linkage magnitudes ranging from 0.06 V-sec to 0.14 V-
sec, closely mimicking the experimental conditions (same bus
voltage, sampling frequency, etc.) and using machine param-
eter values similar to those of the test machine. An electrical
base frequency of 153.33 Hz was used, which corresponds to a
zero-slip rotor speed of 4600 rpm (i.e., the rated rotor speed of
the experimental test machine). The simulated data was then
used to compute the machine parameters in the same fashion
that the experimental data is processed, using the proposed
technique discussed earlier. The resulting parameter errors are
plotted in Figure 8 as a function of flux linkage magnitude.
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Fig. 8. Simulated parameter errors with non-ideal effects similar to
experimental conditions.

Inspection of the simulation results in Fig. 8 reveals that the
proposed parameter identification methodology is capable of
estimating the magnetic parameters and rotor resistance with
high accuracy in the presence of non-ideal effects. Addition-
ally, while the core loss conductance proves to be a more
challenging parameter to estimate, the proposed technique
provides estimates with reasonable and consistent accuracy,
which improve at higher flux linkage magnitudes. This is
due to the fact that the dead-time effect, as well as the
transistor voltage drops, result in a fixed magnitude voltage
error. And so, their impact on the accuracy of estimated
parameter diminishes as voltage levels increase with higher
flux linkage magnitudes, as well as higher speeds. It is also
worth noting that, by including core loss in the model, the
estimation of other parameters is improved.

VI. EXPERIMENTAL RESULTS

A. Experimental Setup

Gate
Drive

Signals
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Drive

Signals

r

a
b a

b

BUS

Data
Out

r

User
Inputs

Fig. 9. Experimental setup for parameter identification data collection.

The experimental parameter identification control algorithm
is implemented on a Speedgoat real-time target machine using
auto-generated code from MATLAB/Simulink. The test motor
is a 3-phase, 4,600 rpm (nominal), 43 kW-peak induction
machine from Azure Dynamics, driven by an IGBT inverter
with a switching frequency of 10 kHz, bus voltage of 300 V,
and dead-time of 2 µs. A center-based pulse-width modulation
is employed to synchronize sampling and switching, thereby
avoiding the pickup of electromagnetic interference generated
during switching transitions. Thus, the control algorithm for
parameter identification is executed at 10 kHz as well, and
Space-Vector Modulation (SVM) is used to generate the
desired duty-cycles sent to the inverter. An identical induction
machine serves as the load for the test machine by regulating
the rotor speed (Fig. 9). Finally, a photograph of the experi-
mental hardware is provided in Figure 10.

Induction Machines

3-Phase Inverters

Diode Rectifier

DC/DC Converter

Fig. 10. Photograph of the experimental equipment (Not pictured: Speedgoat
real-time controller and Zimmer power analyzer).
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B. Experimentally Identified Parameters

Steady-state data is recorded for several stator flux linkage
magnitudes, ranging from 0.08 V-sec to 0.14 V-sec, at an
electrical base frequency of 153.33 Hz. For each flux linkage
magnitude, the direct and quadrature currents (in the stator
flux linkage reference-frame) are recorded for several different
slip frequencies, including zero-slip, roughly up to the current
limitations of the machines. The resulting machine parameters,
estimated using the proposed technique, are plotted in Figure
11 as a function of stator flux linkage magnitude, ||~Λs||.
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Fig. 11. Experimental estimated machine parameters as a function of stator
flux linkage magnitude.

Inspection of the parameter estimates in Fig. 11 reveals
that the estimated self and mutual inductance capture the
saturation effects in the machine. As for the estimated rotor
resistance, while there are some variations in the estimates,
these variations are well within the range expected due to
temperature changes. In fact, the lower resistance estimate
at 0.11 V-sec corresponds to data collected after allowing
the machine time to cool down in between data collections.
Finally, inspection of Fig. 11 reveals that the core loss con-
ductance estimates are reasonably consistent across all of the
stator flux linkage magnitudes. Finally, the experimental stator
current locus plots for several stator flux linkage magnitudes
are provided in Figure 12. The estimated locus points are
computed using the estimated machine parameters along with
equations (11) and (12). Inspection of Fig. 12 reveals that there
is a good consensus between the experimental (blue circles)
and estimated (red X’s) locus points.

C. Experimental Validation

To validate the proposed parameter estimation technique,
the IEEE standard is used to provide alternative estimates
of the induction machine parameters. It is then shown that
model-based predictions of the steady-state machine behavior
computed using the parameter estimates provided by the
proposed technique are more accurate than those obtained
using the IEEE standard when compared to measured values.
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Fig. 12. Experimental data (blue circles) with fitted current locus circle
(green dashed line) and estimated locus points (red X’s) for various stator
flux linkage magnitudes.

1) IEEE Standard Parameters: In order to conduct the
IEEE standard tests for induction machine parameter identifi-
cation [13], a single-stage three-phase LC-filter is constructed
to remove switching harmonics from the VSI outputs. Compo-
nents used in the filter are matched to ensure that the filtered
three-phase voltages are well balanced, and sized to yield a
cutoff frequency of approximately 950 Hz5 (a little over a
decade below the switching frequency).

The induction machine under test is decoupled from the
load machine during the IEEE standard data collection. The
no-load test is performed at the rated frequency of 153.33
Hz and the applied voltages are varied to generate data at
approximately the same stator flux linkage magnitudes as
the data presented in the previous section (i.e., ||~Λs|| =
0.08, 0.10, 0.11, 0.12, 0.13 and 0.14 V-sec) according to the
following relationship: ||~Vs|| ≈ |Ωe| · ||~Λs||. At each volt-
age/flux level, the RMS line current and three-phase input
power are measured using a Zimmer LMG670 Precision Power
Analyzer. The rotor is then blocked for the locked-rotor test,
and the excitation frequency is reduced to 25% of the rated
value (i.e., 38.33 Hz, per the IEEE standard). Additionally,
the line-to-line excitation voltage is reduced to 10.48 volts
RMS in order to limit the line current during the blocked-rotor
test. Again, the RMS line current and three-phase input power
are measured. The resulting estimated machine parameters are
plotted versus stator flux linkage magnitude in Figure 13.

2) Comparison of Results: To validate the proposed pa-
rameter estimation technique, steady-state measurements of
the average RMS line current, power factor, and three-phase
input power are recorded for various slip-frequencies (i.e.,
the test machine is loaded during the data collection) using
a Zimmer LMG670 Precision Power Analyzer. The same
experimental setup as in Fig. 9 is used, with the exception

5Taking into account the approximate loading due to the machine
impedance.
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Fig. 13. IEEE standard estimated machine parameters as a function of stator
flux linkage magnitude. Note that only a single value for rotor resistance, Rr ,
is obtained (it is plotted here simply for convenience).

that inverter voltages feeding the Test Machine are low-
pass filtered to remove harmonic content and conform to the
IEEE standard limitation on total-harmonic distortion. Data
is collected at the rated frequency of 153.33 Hz and at a
voltage magnitude approximately corresponding to a stator
flux-linkage magnitude of 0.1 V-sec. The measurements are
then compared to predictions based on the estimated param-
eters obtained using the proposed technique, as well as the
IEEE standard for induction machine parameter estimation,
and are provided in Figure 14. The parameter values used to
compute the predictions in Fig. 14 are provided in Table I and
correspond to data obtained at a stator flux linkage magnitude
of 0.1 V-sec, with the exceptions of rotor resistance and core
loss conductance in which their average values were used.
Inspection of these results reveals that the predictions based on
parameters estimated using the proposed technique outperform
those made using the IEEE standard, particularly under loaded
(i.e., non-zero slip) conditions.

TABLE I
PARAMETERS USED IN MODEL-BASED PREDICTIONS.

Description Value

Machine Parameters from Proposed Technique:

Stator Resistance, Rs 22 mΩ

Self-Inductance, Ls,r 3.29 mH

Mutual Inductance, M 3.11 mH

Avg. Rotor Resistance, Rr 15.4 mΩ

Avg. Core Loss Conductance, Gc 41.7 mΩ−1

Machine Parameters from IEEE Standard:

Stator Resistance, Rs 22 mΩ

Self-Inductance, Ls,r 3.35 mH

Mutual Inductance, M 3.21 mH

Avg. Rotor Resistance, Rr 20.2 mΩ

Avg. Core Loss Conductance, Gc 24.6 mΩ−1
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Fig. 14. Comparison of the predicted power factor to experimental measure-
ments (blue circles) using parameters estimated using the proposed technique
(green diamonds) and IEEE standard (red asterisks).

VII. CONCLUSION

This paper presented a new technique for offline identifi-
cation of induction machine parameters, including core loss
conductance, using steady-state measurements. The technique
is based on fitting steady-state experimental data to the circular
stator current locus in the stator flux linkage reference-frame
for various steady-state slip frequencies, providing reliable
estimates of the magnetic parameters as well as the rotor
resistance and core loss conductance. This approach allows
accurate estimation of leakage inductance and rotor resistance
while avoiding the practical challenges of implementing a
locked-rotor test with a voltage-source inverter. Numerical
results verifying the accuracy of estimated parameters in the
presence of non-ideal effects were presented, in addition to
experimental results for a 43 kW induction machine, which
demonstrate the proposed technique’s ability to accurately
characterize a VSI- driven induction machine over a wide
range of operating conditions, including magnetic saturation.
Finally, experimental results reveal that the predictions based
on parameters estimated using the proposed technique outper-
form those made using the IEEE standard, particularly under
loaded (i.e., non-zero slip) conditions.
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